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Section 2:

Definitions & Preliminaries



Generative retrieval: Definition

Generative retrieval (GR) aims to directly generate the identifiers of information

resources (e.g., docids) that are relevant to an information need (e.g., an input query)

in an autoregressive fashion

“Transformer Memory as a Differentiable Search Index”. Tay et al. [2022]; “Autoregressive Entity Retrieval”. De Cao et al. [2021]
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Autoregressive formulation

P(xn|x1, x2, . . . , xn−1)
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Autoregressive models

Decoder-only

Encoder-decoder

Image source: Kenton and Toutanova [2019] and Retrieval-based Language Models and Applications
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Generative retrieval: Definition

GR usually exploits a Seq2Seq encoder-decoder architecture to generate a ranked list

of docids for an input query, in an autoregressive fashion

“Transformer Memory as a Differentiable Search Index”. Tay et al. [2022]; “Autoregressive Entity Retrieval”. De Cao et al. [2021]
4



Revisit the key idea

Doc Parser
extraction, anti-
spamming, …

Index Retrieval Ranking Search results

Query Parser
rewriting, expansion, 

suggestion, …
Search query

Search results

Search query

A Single Model
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Two basic operations in GR

• Indexing: To memorize information about each document, a GR model should

learn to associate the content of each document with its corresponding docid

• Retrieval: Given an input query, a GR model should return a ranked list of

candidate docids by autoregressively generating the docid string
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Indexing: Formulation

Given:

• A corpus of documents D;

• A corresponding docid set ID ;

The indexing task directly takes each original document d ∈ D as input and generates

its docid id ∈ ID as output in a straightforward Seq2Seq fashion, i.e.,

LIndexing (D, ID ; θ) = −
∑
d∈D

logP(id | d ; θ),

where θ denotes the model parameters, and P(id | d ; θ) is the likelihood of each docid

id given the document d
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Retrieval: Formulation

Given:

• A query set Q;

• A set of relevant docids IQ ;

The retrieval task aims to generate a ranked list of relevant docids idq ∈ IQ in

response to a query q ∈ Q with the indexed information, i.e.,

LRetrieval(Q, IQ ; θ) = −
∑
q∈Q

∑
idq∈IQ

logP(idq | q; θ),

where P(idq | q; θ) is the likelihood of each relevant docid idq given the query q
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Training

Following the above two basic operations, i.e., indexing and retrieval, a single model

can be optimized directly in an end-to-end manner towards a global objective,

LGlobal(Q,D, ID , IQ ; θ) = LIndexing (D, ID ; θ) + LRetrieval(Q, IQ ; θ)
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Training: An example

Encoder

how to lose weight and stay motivated
Query123

how to store roasted pumpkin seeds
Doc246

what season is fear the walking dead
Doc357

Q123

D246

D357

Decoder

Stay Motivated to Lose Weight
Docid246

Store Pumpkin Seeds
Docid246

Walking Dead
Docid357

Indexing

Retrieval

Joint learning the indexing and retrieval tasks
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Inference

• Once such a GR model is learned, it can be used to generate candidate docids for

a test query qt , all within a single, unified model,

wt = GRθ(qt ,w0,w1, . . . ,wt−1),

where wt is the t-th token in the docid string and the generation stops when

decoding a special EOS token

• The docids generated with the top-K highest likelihood (joint probability of

generated tokens within a docid) form a ranking list in descending order
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Research questions (1): Docid design

Docid

Document Query

association mapping

Unfortunately, there is no natural identifier for each document!
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Research questions (1): Docid design

Traditional information retrieval Generative retrieval

Document features

As an entry For generation

Docid: xx xxx x

How to design docids for documents?
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Research questions (1): Docid design

• Possible design choices

What is information 
retrieval?

53224

geeksforgeeks.org/what-
is-information-retrieval

Information retrieval (IR) 
can be defined as a 
software program

Numeric 
strings

Title

URL

N-gram

010010110101001

Hash
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Challenges of docid design

• Shall we use randomized numbers or codes as docids?

• If not, how to obtain proper identifiers for documents?

Titles, URLs or ?

• Would the choices of different docids affect the model performance (e.g.,
effectiveness, capacity, etc.)?

Long (e.g., 728 hash code) vs. Short docids (e.g., n-grams)

Single (e.g., title or URL) vs. Multiple docids (e.g., multiple keywords)

We will tackle these questions in Section 3!
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Research questions (2): Training approaches

Indexer & Retriever

how to lose weight and stay motivated
Query123

how to store roasted pumpkin seeds
Doc246

what season is fear the walking dead
Doc357

Stay Motivated to Lose Weight
Docid246

Store Pumpkin Seeds
Docid246

Walking Dead
Docid357

Indexing

Retrieval

Joint learning process of the indexing and retrieval tasks
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Challenges of training approaches

• How to memorize the whole corpus effectively and efficiently?

Rich information in documents

Limited labeled data

• How to learn heterogeneous tasks well within a single model?

Different data distributions

Different optimization objectives

• How to handle a dynamically evolving document collection?

Internal index: model parameters

High computational costs: re-training from scratch every time the underlying corpus

is updated

We will tackle these questions in Section 4!
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Research questions (3): Inference strategies

EncoderWhat is the most important thing for 
saving pumpkin seeds?

Query443

Decoder

Store Pumpkin Seeds
Docid246

Store Seeds
Docid998

Pumpkin Seeds
Docid683

?

Ranking list

1

2

3

…

Trained modelTest query

The generation process is different from general language generation
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Challenges of model inference

• How to generate valid docids?

Limited docids vs. free generation

• How to organize the docids for large scale corpus?

Data structure for docids over millions of documents

• How to generate a ranked list of docids for a query?

One-by-one generation: likelihood probabilities

One-time generation: directly decoding a sequence of docids

We will tackle these questions in Section 5!
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Research questions (4): Applications

How to employ generative retrieval models in different downstream tasks?

Entity LinkingFact Verification 

Open Domain QADialogue

Recommendation 

Slot Filling 

We will tackle this question in Section 6!

Image source: Murayama [2021], Stanford blog, Froomle AI, Google, Zero-shot blog, and Heck and Heck [2020]
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