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Section 4:
Training approaches



Revisit the definition of generative retrieval

GR usually exploits a Seq2Seq encoder-decoder architecture to generate a ranked list
of docids for an input query, in an autoregressive fashion



Standard training objective

The common used training objective for both indexing and retrieval is maximum
likelihood estimation (MLE):

Lciobal(Q, D, Ip, 1;0) = Lindexing (D, Ip; 0) + LRetrieval(Q, 1q; )

=— logP(id | d;0) = Y Y log P(id? | q; 0)

deD qgeQ idiclg




Different learning scenarios based on the corpus

EGIObaI(Q»By /D, /Q; 0) = Elndexing(ea Ip; 9) + £Retrieva/(Qa /Q; 0)

== logP(id | d;0) = > > log P(id| q;0)

dEB qeQ idi€ly



Different learning scenarios based on the corpus

['Global(nga /Dv /Q; 0) = Elndexing(ea /D; 9) + ERetrieva/(Qa /Q; 0)

== logP(id | d;0) = > > log P(id| q;0)

deD qeQ id7€lq

e Stationary scenarios: The document collection is fixed

¢ Dynamic scenarios: Information changes and new documents emerge
incrementally over time



Stationary scenarios

EG/oba/(gy D, lD)E; 0) = Elndexing(D’ Ip; 9) + ERetrieval(Q /Q' 9)

== logP(id | d;0) = > " logP(id| q:6)

deD qgeQ idiclg

According to the availability of labeled data, the training approaches in stationary
scenarios can be generally classified into:

® Supervised learning methods

® Pre-training methods



Supervised learning: Basic training method

® | earn the indexing task first, and then learn retrieval tasks
m Step 1: Lindexing(D, Ip; 0) = — > _4cplog P(id | d; 0)
w Step 20 LRetrieval(Q, 10:0) = = 2@ Digacy, log P(id? | q; 0)

“Transformer Memory as a Differentiable Search Index”. Tay et al. [2022]



Supervised learning: Basic training method

® | earn the indexing task first, and then learn retrieval tasks
m Step 1: Lindexing(D, Ip; 0) = — > _4cplog P(id | d; 0)
w Step 20 LRetrieval(Q, 10:0) = = 2@ Digacy, log P(id? | q; 0)

® | earn indexing and retrieval tasks simultaneously in a multitask fashion

ﬁGlobal(Qa Da ID; IQ; 9) - ﬁlndexing(D ID' 0) + ERetrieval(Q IQ' 9)

:—ZlogP/d\dG ZZIogPldq\qﬁ)

deD qeQ idiclq

“Transformer Memory as a Differentiable Search Index”. Tay et al. [2022]
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“Transformer Memory as a Differentiable Search Index”. Tay et al. [2022]



Limitation (1): Single document granularity

Lciobal(Q, D, Ip, 1;0) = Lindexing (D, Ip; 0) + LRetrieval( Q. 1q; )

=D logP(id | d;0) = > logP(id"|q;6)

deD qeQ idI€lq

“Semantic-Enhanced Differentiable Search Index Inspired by Learning Strategies”. Tang et al. [2023a]



Limitation (1): Single document granularity

Lciobal(Q, D, Ip, 1;0) = Lindexing (D, Ip; 0) + LRetrieval( Q. 1q; )

=D logP(id | d;0) = > logP(id"|q;6)

deD qeQ idI€lq

When indexing, memorizing each document at a single granularity, e.g., first L tokens
or the full text, is insufficient, especially for long documents with rich semantics.

“Semantic-Enhanced Differentiable Search Index Inspired by Learning Strategies”. Tang et al. [2023a]



Supervised learning: Multi-granularity enhanced

® Given a document, the important passages p and sentences s are selected to
augment the indexing data

“Semantic-Enhanced Differentiable Search Index Inspired by Learning Strategies”. Tang et al. [20232]



Supervised learning: Multi-granularity enhanced

® Given a document, the important passages p and sentences s are selected to
augment the indexing data

Lindexing (D Ip; 0) = —(> _ log P(id | d;0) + Y _log P(id | p;0) + > _log P(id | 5;0))
deD ped sed

“Semantic-Enhanced Differentiable Search Index Inspired by Learning Strategies”. Tang et al. [20232]



Supervised learning: Multi-granularity enhanced

® |eading-style: Directly use the leading passages and sentences

® Summarization-style: Leverage the document summarization technique, e.g.,
TextRank, to highlight important parts

— Averagecostof
Disneyland : Constrained
Average cost of 1| Beam Search

Document : v
\ / Dieyjand Ranked list
> Encoder —> Decoder
_ " Average cost of

Passage 5 1. Average cost of
DA Disneyland
SE-DSI Average cost of 2. e
Sentence Ditaeyad 3.
Rehearsal Contents Elaborative Description

“Semantic-Enhanced Differentiable Search Index Inspired by Learning Strategies”. Tang et al. [20232]



Comparisons

Data source: Tang et al. [2023a]

DS SE-DSI
0.5347
0.436
® Backbone: T5-base
e Multi-granularity representations of
documents can comprehensively
encode the documents, and further
contribute to the retrieval
Standard Multi-granularity
enhanced

MS MARCO 100K



Limitation (2): The gap between indexing and retrieval

Laiobal(Q, D, Ip, 1:0) = Lindexing (D, Ip; 0) + LRetrieval( X, lg: 0)

== logP(id | d;0) = > > log P(id? | q;0)

deD — qeQ idiclq

“Bridging the Gap Between Indexing and Retrieval for Differentiable Search Index with Query Generation”. Zhuang et al. [2023]
10



Limitation (2): The gap between indexing and retrieval

Laiobal(Q, D, Ip, 1:0) = Lindexing (D, Ip; 0) + LRetrieval( X, lg: 0)

== logP(id | d;0) = > > log P(id? | q;0)

deD — qeQ idicly

Long document in indexing vs. Short query in retrieval

“Bridging the Gap Between Indexing and Retrieval for Differentiable Search Index with Query Generation”. Zhuang et al. [2023]
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Limitation (2): The gap between indexing and retrieval

Laiobal(Q, D, Ip, 1:0) = Lindexing (D, Ip; 0) + LRetrieval( X, lg: 0)

:—ZlogP/d|d9) > > log P id? ] q:9)

deD qeQ idicly
Long document in indexing vs. Short query in retrieval

The data distribution mismatch that occurs between the indexing and retrieval

“Bridging the Gap Between Indexing and Retrieval for Differentiable Search Index with Query Generation”. Zhuang et al. [2023]
10



Supervised learning: Pseudo query enhanced

G2 who is Jeffery Kaplan?
xn

dy: Jeffrey Kaplan is an American
video game designer who is vice
president of Blizzard Entertainment.

Query Generation
:> Model :>

Blizzard Entertainment?
docid: 313

docid: 313

.2 whois the vice president of

Cross-entropy loss |

DSI q

t I —

docid: 313 U

Using a set of pseudo queries pg generated from the document as the inputs of the

indexing task

“Bridging the Gap Between Indexing and Retrieval for Differentiable Search Index with Query Generation”. Zhuang et al. [2023]
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Supervised learning: Pseudo query enhanced

ﬁlndexing(Da Ip; 0) - - Z log P(’d | d 9)
deD o

Elndexing(D7 Ip; 0) = — Z log P(Id ‘ Pq; 9)
pqeD o

“Bridging the Gap Between Indexing and Retrieval for Differentiable Search Index with Query Generation”. Zhuang et al. [2023]
12



Supervised learning: Pseudo query enhanced

ﬁlndexing(Da Ip; 0) - - Z log P(’d | d 9)
deD o

Elndexing(D7 Ip; 0) = — Z log P(Id ‘ Pq; 9)
pqeD o

LRetrieval(Q, 1g:0) = = > > log P(id | q;0)
qeQ idicig

“Bridging the Gap Between Indexing and Retrieval for Differentiable Search Index with Query Generation”. Zhuang et al. [2023]
12



Comparisons

Data source: Pradeep et al. [2023], Zhuang et al. [2023]

DSl DSI-QG DSl DSI+P
0.7 Q 0.9 Q
0592 0.768
06 0.8
07
05
06
"@)‘ 0.4 6) 05
2 2
T o3 I 04
03
02 0192
02
0.1
0.021 01
0 0
Standard Pseudo query enhanced Standard Pseudo query enhanced
(Naively structured strings) (Semantically structured strings)
MS MARCO 100K MS MARCO 100K

Backbone: T5-base

Using only pseudo synthetic queries to docid during indexing is an effective
training strategy on MS MARCO [Pradeep et al., 2023]
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Limitation (3): Limited labeled data

LGlobal(Q, D, Ip, 19;0) = Lindexing (D, Ip; 0) +' LRetrieval(Q, 1q; 0), ?
I '@

14



Limitation (3): Limited labeled data

»CGlobal(Qa D’ ID7 IQ; 9) = Llndexing(Dy ID; 0) 'H['Retrieval(Qy IQ; 9): ?
I ' @

What should we do if there is no or few labeled query-docid pairs?

14



Pre-training methods

Constructing pseudo query-docid pairs (PQ, lg) for the pre-training retrieval task

LPre—train(PQy D, ID7 I(I,;v 0) = ['Indexing(Dz /D; '9) + LRetrieva/(PQa /5, 9)

15



CorpusBrain |

INPUT:
Apple Inc. is an American multinational
[...] software and online services.

OUTPUT:
Apple Inc. ISS
INPUT:

Apple was founded as Apple Computer
Company on April 1,1976 [...] while
Jobs resigned to found NeXT, taking
some Apple employees with him.

OUTPUT:

Apple Inc. [SEP] Tim Cook LPS

1

]: Pre-training

Apple Inc.

| Apple Inc. is an American multinational technology company that specializes in consumer electronics, software
and online services. Apple is the largest information technology company by revenue |[...]

Apple was founded as Apple Computer Company on April 1, 1976, by Steve Jobs, Steve Wozniak and Ronald
Wayne to develop and sell Wozniak's Apple | personal computer [...] Apple went public in 1980, to instant financial
success. The company featuring i ive graphical user interfaces, including the original
Macintosh, announced in a crmcally acclaimed advertisement, "1984", directed by Ridley Scott. By 1985, the high
L-|cost of its products and power struggles between executives caused problems. Wozniak stepped back from Apple
amicably, while Jobs resigned to found NeXT, taking some Apple employees with him.

INPUT:

Apple became the first publicly traded
U.S. company to be valued at over

$1 trillion in August 2018, then

$2 trillion in August 2020, and most
recently $3 trillion in January 2022. The
company sometimes receives criticism
regarding the labor practices of its
contractors, its environmental practices,
and its business ethics, including anti-

[...] Apple became the first publicly traded U.S. company to be valued at over $1 trillion in August 2018, then
$2 trillion in August 2020, and most recently $3 trillion it in January 2022. The company i receives criticism
regarding the labor practices of its its practices, and its business ethics, including anti-
competitive practices and materials sourcing. [...]

Based on Wikipedia, three pre-training retrieval tasks are constructed

“CorpusBrain: Pre-train a Generative Retrieval Model for Knowledge-Intensive Language Tasks”

. Chen et al. [2022]

practices and materials
sourcing.

OUTPUT:

Criticism of Apple Inc. HIP

16



CorpusBrain |

]: Pre-training

INPUT:

Apple Inc. is an American
multinational [..] software and
online services.

OUTPUT: 4
Apple Inc. [SEP] Steve Jobs.

PPl [SEP] 55
INPUT:
Apple was founded as Apple
Computer Company ... while Jobs ™|

resigned to found NeXT, taking
some Apple employees with him.

OUTPUT:
Apple Inc.
LPS

I

Apple Inc.

Apple Inc. is an American multinational technology company that specializes in_consumer electronics,
- Software and oniine services. Apple is the largest injormation technology company by revenue [ ]

App\e was four\ded as Apple Computer Company on April 1, 1976, by Steve Jobs, Sleve Wozniak and|

to develop and sell Wozniak's Apple | personal computer [...] Apple went public in 1980, to)

ms(ant financial succecs. Tho company developed computers featuring innovative graphical user|

interfaces, including the original Macintosh, announced in a critically acclaimed advertisement, "1984",

L |directed by Ridley Scott. By 1985, the high cost of ts products and power siruggles between execuiives|

caused problems. Wozniak stepped back from Apple amicably, while Jobs resigned to found NeXT, taking
jsome Apple employees with him.

[..-] Apple became the first publicly traded U.S. company to be valued at over $1 trillion in August 2018,
then $2 trillion in August 2020, and most recently $3 trillion in January 2022. The company sometimes 4~
receives_criticism regarding the labor practices of its_contractors, its_environmental practices, and its
business ethics, including anii-competitive praclices and materials sourcing. [...]

INPUT:

Apple became the first publicly
traded U.S. company to be valued at
over §1 trillion in August 2018, then
$2 trillion in August 2020, and most
recently $3 trillion in January 2022.
The company sometimes receives
criticism regarding the labor
practices of its contractors, its
environmental practices, and its
business ethics, including anti-
competitive practices and materials
sourcing.

OUTPUT
Criticism of Apple Inc.

HIP

Inner Sentence Selection (ISS):

® Pseudo query (PQ): Randomly selected inner sentence from its document
¢ Docid (Ig):
title”

Concatenated relevant document titles, i.e., “title [SEP] title [SEP]

“CorpusBrain: Pre-train a Generative Retrieval Model for Knowledge-Intensive Language Tasks”. Chen et al. [2022]
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CorpusBrain |

INPUT:

Apple Inc. is an American

multinational [

online services.

OUTPUT:
Apple Inc. [SEP] Steve Jobs

] software and

1SS

]: Pre-training

INPUT:

OUTPUT:
Apple Inc.

Apple was founded as Apple
Computer Company [...
resigned to found NeXT, taking

some Apple employees with him.

] while Jobs

LPS

Apple Inc.
Apple Inc. is an American_multinational technology company that spe s in_consumer electronics,
Memmma&mmmmagmmuauy [-

- software and online services. Apple is the lar by revenue
[Apple was founded as Apple Computer Company on April 1, 1976, by ., Steve Wozniak and
Ronald Wayne to develop and sell Wozniak's Apple | personal computer [...] Apple went public in 1980, to
instant financial success. The company developed computers featuring innovative graphical user|
interfaces, including the original Macintosh, announced in a critically acclaimed advertisement, "1984",
directed by Ridley Scott. By 1985, the high cost of its products and power struggles between executives|
caused problems. Wozniak stepped back from Apple amicably, while Jobs resigned to found NeXT, taking|
some Apple employees with him.
ublich

le became the first traded U.S. company to be valued at over $1 trillion in August 2018,

L] A
then $2 trillion in_August 2020, and_most recently $3 trillion in January 2022. The company sometimes

receives criticism regarding the labor practices of its contractors, its_environmental practices, and _its
business ethics, including anti-competitive practices and materials sourcing. ...]

Lead Paragraph Selection (LPS):

INPUT:
Apple became the first publicly
traded U.S. company to be valued at
over §1 trillion in August 2018, then
$2 trillion in August 2020, and most
recently $3 trillion in January 2022.
The company sometimes receives
criticism regarding the labor
practices of its contractors, its
environmental practices, and its
business ethics, including ant
competitive practices and materials
sourcing.

OUTPUT:
Criticism of Apple Inc.

® Pseudo query (PQ): A (lead) paragraph is sampled from the document

¢ Docid (Ig): Concatenated relevant document titles

“CorpusBrain: Pre-train a Generative Retrieval Model for Knowledge-Intensive Language Tasks”

Chen et al. [2022]



CorpusBrain |

INPUT:
Apiolie e/
multinational[...] software and

online services.

OUTPUT:

Apple Inc. [SEP] Steve Jobs
PPl [SEP] Steve 53

INPUT:

Apple was founded as Apple
Computer Company [...] while Jobs
resigned to found NeXT, taking
some Apple employees with him.

OUTPUT:
Apple Inc.
LPS

]: Pre-training

Apple Inc.
AEE\e Inc._is an_American_multinational technology company that specializes in_consumer_electronics,

L Software and online services. Apple is the largest information technology company by revenue [.-]
[Apple was founded as Apple Computer Company on April 1, 1976, by Steve Jobs‘ Steve Wozniak and|
0 develop and sell Wozniak's Apple | personal computer |...] Apple went public in 1980, to
insant financial success. The company developed computers leamnng erovave graphical _user|
nterfaces, including the original Macintosh, announced in a critically acclaimed advertisement, "1984"
L drected by Ridley Scott. By 1985, the high cost of its products and power struggles between executives
caused problems. Wozniak stepped back from Apple amicably, while Jobs resigned to found NeXT, taking|
some Apple employees with him.

Apple became the first publicly traded U.S. company to be valued at over $1 trillion in August 2018
men $2 trillion in_August 2020, and most recently $3 trillion in January 2022. The company sometimes —{~|
receives_oriticism_regarding the labor practices of its contractors, its_environmental practices, and its
business ethics, including practices and materials sourcing. [...]

INPUT:

Apple became the first publicly
traded U.S. company to be valued at
over $1 trillion in August 2018, then
$2 trllion in August 2020, and most
recently $3 trillion in January 2022.
The company sometimes receives
criticism regarding the labor
practices of its contractors, its
environmental practices, and its
business ethics, including anti-
competitive practices and materials
sourcing.

OUTPUT:
Criticism of Apple Inc.

HIP

Hyperlink Identifier Prediction (HIP):

® Pseudo query (PQ): The anchor context, i.e., the surrounding contextual
information in the anchor's corresponding sentence

¢ Docid (IS): The document title of the destination page

“CorpusBrain: Pre-train a Generative Retrieval Model for Knowledge-Intensive Language Tasks”. Chen et al. [2022]
19



CorpusBrain | ]: Training and inference

® Pre-training: Based on the three pre-training tasks, a large number of pseudo
pairs of query and document identifiers are constructed. All the tasks are
formulated by a standard seq2seq objective for the pre-training

“CorpusBrain: Pre-train a Generative Retrieval Model for Knowledge-Intensive Language Tasks”. Chen et al. [2022]
20



CorpusBrain | ]: Training and inference

® Pre-training: Based on the three pre-training tasks, a large number of pseudo
pairs of query and document identifiers are constructed. All the tasks are
formulated by a standard seq2seq objective for the pre-training

® Fine-tuning: CorpusBrain is fine-tuned using the processed data (in a Seq2Seq
pair format) in downstream tasks

“CorpusBrain: Pre-train a Generative Retrieval Model for Knowledge-Intensive Language Tasks”. Chen et al. [2022]
20



CorpusBrain | ]: Training and inference

® Pre-training: Based on the three pre-training tasks, a large number of pseudo
pairs of query and document identifiers are constructed. All the tasks are
formulated by a standard seq2seq objective for the pre-training

® Fine-tuning: CorpusBrain is fine-tuned using the processed data (in a Seq2Seq
pair format) in downstream tasks

® Test: Given a test query, the fine-tuned CorpusBrain utilizes constrained beam

search to decode relevant docids

“CorpusBrain: Pre-train a Generative Retrieval Model for Knowledge-Intensive Language Tasks”. Chen et al. [2022]
20



CorpusBrain | ]: Performance

TF-IDF MT-DPR GENRE CorpusBrain
90 83.64 84.07
80 745
70 H
o ® |n the KILT leaderboard, Corpusbrain
5 50.9 . . .
250 achieved first place in 5 of them,
g
a4 second place in 1 task, and third place
30
. in 4 tasks, outperforming traditional
10 pipelined approaches
0
Sparse retrieval Dense retrieval Generative Generative
retrieval retrieval (Pre-

training)
Fact verification-FEVER

“CorpusBrain: Pre-train a Generative Retrieval Model for Knowledge-Intensive Language Tasks”. Chen et al. [2022]
21



Limitation (4): Pointwise optimization for GR

Lciobal(Q, D, Ip, 19;0) = Lindexing (D, Ip; 0) + LRetrieval(Q, 1q; 6)

== logP(id | d;0) = > > log P(id| q;0)

deD qeQ idiclq
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Limitation (4): Pointwise optimization for GR

Lciobal(Q, D, Ip, 19;0) = Lindexing (D, Ip; 0) + LRetrieval(Q, 1q; 6)

== logP(id | d;0) = > > log P(id| q;0)

deD geQ idiclg

® |t assumes the likelihood for each relevant docid is independent of the other
docids in the list for a query

e Ranking is a prediction task on list of objects

22



Limitation (4): Pointwise optimization for GR

Lciobal(Q, D, Ip, 19;0) = Lindexing (D, Ip; 0) + LRetrieval(Q, 1q; 6)

== logP(id | d;0) = > > log P(id| q;0)

deD geQ idiclg

® |t assumes the likelihood for each relevant docid is independent of the other
docids in the list for a query

e Ranking is a prediction task on list of objects

Pairwise and listwise optimization strategies for GR are necessary!

22



Pairwise optimization: LTRGR |

® Step 1: Initial training with pointwise optimization

® Step 2: Based on the trained initial model, perform pairwise optimization

Predicted Identifiers Passenge

I"1. Predicted | . Pa:sa;el_l
Autoregressive I titles 1
uery —> S 1 —— P 25 L
Query | 2. Predicted | transform | assage | rank
| body e

[N

maX(O,s(q, d—) - S(qa d—‘r) + m)a

where d_ and d are negative and positive documents, and m is the margin

“Learning to Rank in Generative Retrieval”. Li et al. [2023c]
23



LTRGR [

Hits@5

BM25 DPR MINDER LTRGR

70 68.3 658 68.8

80

60
50 436
40
30
20
10

0
Sparse retrieval Dense retrieval Generative

retrieval

Generative
retrieval

Natural Questions

“Learning to Rank in Generative Retrieval”. Li et al. [2023c]

]: Performance

MRR@10

30

25

20

15

10

BM25 DSl(scaling up) LTRGR

255

19.8
184

Sparse retrieval Generative retrieval Generative retrieval

MS MARCO Passage Ranking
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Listwise optimization: [

Training with position-aware ListMLE

® View the docid ranking problem as a sequential learning process, with each step

targeting to maximize the corresponding stepwise probability distribution

O
O

“Listwise Generative Retrieval Models via a Sequential Learning Process”. Tang et al. [2023b]

= <]

H 2

o a_ ===

2

g 5
~

g ¥

i

3 g
—

Listwise GR

N ’ l
0
_...> docid, docid, docid; ..
Maximize the likelihood of the list

25



Listwise optimization: [ ]

Given:

® A query g

® Its ground-truth docid list 74 = [id*),id(®), .. ], in descending order of relevance,
where id(®) is the docid ranked at the first position, and id(® is the docid ranked
at the second position, and so on

“Listwise Generative Retrieval Models via a Sequential Learning Process”. Tang et al. [2023b]
26



Sequential learning process

Step 1: Maximize the following top-1 positional conditional probability:

) oy (P | g:0))
P = S (Pl | a.6)

log [T, o1y gty P(Welasweeif) S
where P(id() | q;0) = te[l"’d(|3('}()| =" (without considering the

ranking order information), and P(id") | g; 6) is the generated likelihood
of the i-th relevant docid id(") for g

“Listwise Generative Retrieval Models via a Sequential Learning Process”. Tang et al. [2023b]
27



Sequential learning process

Step 2: For i = 2,...,n, maximize the following i-th positional conditional
probability given the preceding top i/ — 1 docids,

; : Vg6
(i . (i exp q;
PUAT o id o 00 2 ,e(xp((/ (ld‘(J) \ ‘3,)9))

The learning process ends at step n+ 1

“Listwise Generative Retrieval Models via a Sequential Learning Process”. Tang et al. [2023b]
28



Listwise loss with position importance

® | istwise probability with position importance

mgin —log P(mq | q;6)
= —a(1)log P(id® | ¢:0) — > a(i) log P (id(") | q,id®, ..., idl-D; 9) :
i=2
where the weight a(-) is a decreasing function

® |istwise loss function incorporating the probability based on Plackett-Luce model

n

Liist(q,mg:0) = afi) (-ﬁ(idm | q;0) + log (Z exp(P(id®) | g; 9))))

i=1 k=i

“Listwise Generative Retrieval Models via a Sequential Learning Process”. Tang et al. [2023b]
29



Multiple optimization: GenRRL [

Based on reinforce learning framework

® train a linear reward model

® train a GR model with pointwise, pairwise and listwise optimization strategies

“Enhancing Generative Retrieval with Reinforcement Learning from Relevance Feedback”. Zhou et al. [2023]
30



Multiple optimization: GenRRL [

Sample another query

® Pointwise optimization:

- Zi(R(‘% id;) — b) Zt log P(Wti | wet,q),

where R is a reward model, and b is a baseline

(" The Best Sleep
Meditation

10 Ways To Fall
Asleep Fast

D! Calm Your
; Anxiety

{ Mindful Steep |

Il BE=E

Rwlard Rcward Re'ward
Model Model Model

od As bnt:r 1

than B

Pointwise Pairwise LisMise

Relevance feedback

“Enhancing Generative Retrieval with Reinforcement Learning from Relevance Feedback”. Zhou et al. [2023]
31



Multiple optimization: GenRRL |

Sample another query

® Pointwise optimization:

- Zi(R(‘% id;) — b) Zt log P(Wti | wet,q),

where R is a reward model, and b is a baseline

® Pairwise optimization:

(" The Best Sleep
Meditation

ES ‘
! Mindful Sleep | [ ]| 20 Ways To Fall _ Z L (R( ld) lo P R( Id) lo ..
LI L A et (id;,id;) \ "\ G 10 ) 10& Pij q, 1d;) 108 Pji,

S BR BECR where p; = |[P(w] | q) — P(w] | q)|

Rwlard Rcward Re'ward
Model Model Model

s As bnt:r 1

than B

Pointwise Pairwise Listwise

Relevance feedback

“Enhancing Generative Retrieval with Reinforcement Learning from Relevance Feedback”. Zhou et al. [2023]
31



Multiple optimization: GenRRL |

Sample another query

® Pointwise optimization:

- Zi(R(‘% id;) — b) Zt log P(Wti | wet,q),

where R is a reward model, and b is a baseline

S ® Pairwise optimization:

Meditation

N Calm Your
; Anxiety §

| 5.?‘.’&??;?;?_"13 — 2_(idy,id) (R(q, id;) log pjj + R(q, id;) log pji,
B .. BEEE where p;; = |P(w{ | q) — P(M | q)|
® |istwise optimization:
"M'”f.?.'." “ﬁﬂ.’?’ "M’Z’d‘.'." i exp(P(idilq))
\ [ ~ Ligec R(a,idi)10g s~ p(id qy)
s Aé;bn;gr 1

Relevance feedback

“Enhancing Generative Retrieval with Reinforcement Learning from Relevance Feedback”. Zhou et al. [2023]
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GenRRL [ ]: Performance

DocT5query ANCE GenRRL DocT5query ANCE GenRRL
35 33.23 40 36.32
20 29.65 35
30
2327
% 24.53
g 2 g ®
g g 20 19.07
7] 15 a
: £ =
10 10
5 5
0 0
Sparse retrieval Dense retrieval ~ Generative retrieval Sparse retrieval Dense retrieval  Generative retrieval
Filtered NQ

MS MARCO Document Ranking 320K

“Enhancing Generative Retrieval with Reinforcement Learning from Relevance Feedback”. Zhou et al. [2023]
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Dynamic scenarios

EGIobal(Q727 /D7 /Q; 0) - ﬁlndexing(g ID; 9) + L:Retrieval(Q7 /Q; 0)

== logP(id | d;0) = > > log P(id | q; 0)

deD qeQidiclq

Information changes and new documents emerge incrementally over time
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Continual learning task: Formulation

Session 1 Session T Session 1 Session T
A A A A A A
Document Document
ALl e "l ol e
Model 0, Or Model 0, Or
Test query test Test query test test| |otest
set 0 set & | = 27

(a) Single query set (b) Sequential query set

¢ [nitial model: A large-scale base document set Dy and sufficiently many labeled
query-document pairs

Image source: Chen et al. [2023]
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¢ [nitial model: A large-scale base document set Dy and sufficiently many labeled
query-document pairs

® New datasets: T new datasets Dy,..., Dy, from T sessions arriving in a
sequential manner, which are only composed of newly encountered documents
without queries related to these documents

Image source: Chen et al. [2023]
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A | A A | A
Document Document
ALl e "l ol e
Model 0, Or Model 0, Or
Test query test Test query test test| |otest
set 2 set % i~ [ or
(a) Single query set (b) Sequential query set

¢ [nitial model: A large-scale base document set Dy and sufficiently many labeled
query-document pairs

® New datasets: T new datasets Dy,..., Dy, from T sessions arriving in a
sequential manner, which are only composed of newly encountered documents
without queries related to these documents

Image source: Chen et al. [2023]

® Model update: The new dataset D; and previous datasets Dy, ..., D;_1
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Continual learning task: Evaluation

Image source: Chen et al. [2023]

Session 1 Session T Session 1 Session T
| A | L A |
Document Document
A TR
Model 0, Or Model 0, 0r
Test query Test query I
set Qtest set Q{est {est | eee :Q%Est

(a) Single query set (b) Sequential query set

Two types of test query set for performance evaluation:

¢ Single query set: There is only one test query set, and their relevant documents
arrive in different sessions

e Sequential query set: The test query set is specific for each session, and the
relevant documents appear in existing sessions
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Catastrophic forgetting

> @verage performance (A,) T Forgetting (F,) { 0Il.)earning performance (LA,) T
210 100 R ——
e L
3 -
9] 5 - ———] —=— T5-Base
% §-§E\. ./% —=— T5-lLarge
2 50 . Tt 50 %;/I 50 —a— T5-XL
< ~. 'xiii 7 > —=— T5-Base(N)
3 —_— —=— T5-Base(S)
£ Do Dy D, D3 Dsg Ds D, D, D3 Dy Ds D, D, D3 Dy Ds
40 40 407 emm——
® = ] e
a: = . C—
£20 \§\ 0 20
L~
\'§E§E§=
Dy D1 D, D3 D4y Ds D; D, D3 Dy Ds D; D, D3 Dy Ds
Training corpus Training corpus Training corpus

The GR model undergoes severe forgetting under continual indexing of new documents

Image source: Mehta et al. [2022]

“DSl++: Updating Transformer Memory with New Documents”. Mehta et al. [2022]
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Challenges of continual learning for GR

® How to incrementally index new documents with low computational and memory
costs?
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Challenges of continual learning for GR

® How to incrementally index new documents with low computational and memory
costs?

® How to prevent catastrophic forgetting for previously indexed documents and
maintain the retrieval ability?
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® Docid: unique atomic integers
® Constrained optimization problem: find the optimal document vector for a new
document, do not modify any other existing document vectors and do not require

broader updates to the query encoder

“IncDSI: Incrementally Updatable Document Retrieval”. Kishore et al. [2023]
38



IncDSI | ]: Incrementally indexing new documents

) WikIPEDIA S - Wi A
Embeddings fromthe | 0 MEEER fy i | ) Vet
Queries for a new Document trained BERT Encoder | Star Wars W ,\\6‘\‘/ [ : Hyperspace
oR
q1: How many star wars 1 ™ ° ¢!
movies are there? E- ' = L) ol
= 1~ az L 3 Wi A
q2: What is the first star H L g 0 Wimrepia
wars movie? I.g ] 1 Space Travel
1 1
1 1

N [ J

o

] — D Vigrepia ° bedding Space
@ New document embedding (optimized) Star Trek e e 2R ‘J

9 Waarepia
X New queries embeddings (output of BERT)

.| Interstellar

#) WikipEDIA
T Mt

@ Initial document embeddings (learned and fixed) Films

® Constrained optimization:

m The new document is scored higher than all the existing documents for the its
representative query embedding

“IncDSI: Incrementally Updatable Document Retrieval”. Kishore et al. [2023]
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IncDSI | ]: Incrementally indexing new documents

Embeddings from the | (i) Sreiieiet P e S =5 1| ) Wi
Queries for a new Document trained BERT Encoder | Star Wars e x\@\x" e : Hyperspace
oR
1: How many star wars 1 ) !
?novles are th:re? | g- 4 L) L4 e .:
g2: What is the first star ﬁ | 21( i L h P Tizr=na ‘
wars movie? I.g ] 1 Space Travel
R 1 [
‘.) ““’"'"““"F‘““ ! ® bedding Space s
@® New document embedding (optimized) Star Trek g m e e B A

') WIKIPEDIA
) DerweEncytopo

X New queries embeddings (output of BERT) .| Interstellar

#) WikipEDIA
T Mt

@ Initial document embeddings (learned and fixed) Films

® Constrained optimization:
m The new document is scored higher than all the existing documents for the its
representative query embedding

m The new document is scored lower than all the existing documents for other
representative query embedding

“IncDSI: Incrementally Updatable Document Retrieval”. Kishore et al. [2023]
39



]: Incrementally indexing new documents

® Docids: The new documents are assigned unstructured atomic integers as docids,
and the GR model learns new embeddings for each of them

“DSl++: Updating Transformer Memory with New Documents”. Mehta et al. [2022]
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]: Incrementally indexing new documents

® Docids: The new documents are assigned unstructured atomic integers as docids,
and the GR model learns new embeddings for each of them

® Modifying the training dynamics: Since flatter minima implicitly alleviate
forgetting, optimizing for flatter loss basins using Sharpness-Aware Minimization

(SAM) as an objective allows the model to stably memorize more documents

“DSl++: Updating Transformer Memory with New Documents”. Mehta et al. [2022]
40



]: Incrementally indexing new documents

80 é’
> $1s
875 2
g g
870 p10
£ 25
60 datacior 5 — Riatacior
SAM o [ SAM
1 2 3 4 5 20 40 60 80 100
Training step ( x100,000) Percentage of examples
(a) Indexing accuracy during memorization (b) Cumulative histogram of forgetting events
® SAM outperforms Adafactor in terms ® SAM undergoes less severe
of the overall indexing accuracy fluctuations during the course of

training

Image source: Mehta et al. [2022]

“DSl++: Updating Transformer Memory with New Documents”. Mehta et al. [2022]
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DSI++ [ ]: Preventing catastrophic forgetting

® Generative memory: Train a query generator model to sample pseudo-queries for
previously seen documents and supplement the query-docid pairs during continual
indexing

“DSl++: Updating Transformer Memory with New Documents”. Mehta et al. [2022]
42



DSI++ | ]: Preventing catastrophic forgetting

® Generative memory: Train a query generator model to sample pseudo-queries for
previously seen documents and supplement the query-docid pairs during continual
indexing

® |t reduces the forgetting, and improves average Hits@10 by +21.1% over baselines

Forgetting (Fj,) { Forgetting (F,) {
100 75
g 50 / g 50 —
g = £s /
¢ e 5»7 = =——
£ e =g
AF - . ./ s
0 n/.—_—- 0
Dy D, D5 Dy Ds D, D, D3 Dy Ds
Training corpus Training corpus

“DSl++: Updating Transformer Memory with New Documents”. Mehta et al. [2022]
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Limitations of DSI4+4

® |earning embeddings for each individual new docid from scratch incurs
prohibitively high computational costs

“DSl++: Updating Transformer Memory with New Documents”. Mehta et al. [2022]
43



Limitations of DSI4+4

® |earning embeddings for each individual new docid from scratch incurs
prohibitively high computational costs
® The relationships between new and old documents may not be easily obtained

from randomly-selected exemplars

“DSl++: Updating Transformer Memory with New Documents”. Mehta et al. [2022]
43



CLEVER | ]: Incrementally indexing new documents

Incremental product quantization (PQ) codes as identifiers: Update a partial
quantization codebook according to two adaptive thresholds

“Continual Learning for Generative Retrieval over Dynamic Corpora”. Chen et al. [2023]
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]: Incrementally indexing new documents

CLEVER |

Incremental product quantization (PQ) codes as identifiers: Update a partial

quantization codebook according to two adaptive thresholds

, ’/’ \\\

0 5o, Initial PQ

’IO o o 0o \ \

l’ o '\ ol °‘| D t

i 0 o o g - o ocumen

3 el i Encoder

\‘ ,/ \\ o ll

New documents N O o / Document Documents
lo 0i*0./
D¢ o0/ Representations Do
N

® Build base PQ
m Centroids are obtained via clustering over document representations

m Document representations are learned with a bootstrapped training process
a4

“Continual Learning for Generative Retrieval over Dynamic Corpora”. Chen et al. [2023]



CLEVER | ]: Incremental product quantization

"""" ad md :”"I?ii’st(xf;“ 2z )
. O ..
@) Unchanged Threshold (ii) Changed Threshold (iii) Added
old centroids old centroids new centroids

® Update adaptively

m Dynamic thresholds: Average distance (ad); maximum distance (md)
m Three types of update for centroid representation: Depend on contributions to
centroid update

“Continual Learning for Generative Retrieval over Dynamic Corpora”. Chen et al. [2023]
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CLEVER [ ]: Preventing catastrophic forgetting

Memory-augmented learning mechanism: Form meaningful connections between old
and new documents

“Continual Learning for Generative Retrieval over Dynamic Corpora”. Chen et al. [2023]
46



CLEVER | ]: Preventing catastrophic forgetting

Memory-augmented learning mechanism: Form meaningful connections between old

and new documents

1
| Researchers are finding @ :
thatcinnamon reduces uery does cinnamon

! >
| blood sugar ;::;h naturally generator Tower blood sugar? :
1

1
1

|

‘when taken daily.
Pseudo queries

Documents
_________________ posscsess=ssessa==s

¢ Dynamic memory bank: Construct a

New documents indexingLfy,‘i;
—I memory bank with similar documents

0ld documents rehearsal Lirg

£ for each new session and replay the
Retrieval maintenancellms J

process of indexing them alongside the

Parameter regularization £&y¢

indexing of new documents

New Document

*

©  Similar Document
©  Old Document

°

“Continual Learning for Generative Retrieval over Dynamic Corpora”. Chen et al. [2023]
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CLEVER |

|, Query d
generator lower blood sugar?

Pseudo queries

Documents
_________________ e e e e

New documents indexing Lf»’."l}f ]

0ld documents rehearsal Lirg \
L

; : tq
Retrieval maintenance Ly »

Parameter regularization £L&yc —

New Document

*

©  Similar Document
©  Old Document

°

]: Memory-augmented learning mechanism

® Pseudo query-docid pairs: Train a
query generator model to sample
pseudo-queries for documents and
supplement the query-docid pairs
during indexing

“Continual Learning for Generative Retrieval over Dynamic Corpora”. Chen et al. [2023]
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CLEVER | ]: Memory-augmented learning mechanism

when taken
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i
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“Continual Learning for Generative Retrieval over Dynamic Corpora”. Chen et al. [2023]
48



CLEVER | ]: Performance

—— CLEVER —— BASE —— CLEVERpq —— CLEVER-MLE(d-) —— CLEVER-MLE(a) —— DSI++
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e CLEVER almost avoids catastrophic forgetting on both indexing and retrieval
tasks, showing its effectiveness in a dynamic setting

Image source: Chen et al. [2023]

“Continual Learning for Generative Retrieval over Dynamic Corpora”. Chen et al. [2023]
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Combination of GR and retrieval-agumented generation (RAG)

How to jointly train the GR model and QA model?

Laoa(Q", 15, D", Aitp) = — > log f(alq*, id, d; ),
q*€Q*,id€lp,deD,acA

where @ is the query set of the downstream task, /}, are the docids retrieved by a GR
model, D* are the corresponding documents, a is an answer in the answer set A, f is
the QA function and % is the model parameters
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Identifiers
to Passages

Title: Peddie School
Section: Athletics
Content

Q2: Where did he study?

A2: Peddie School,

ddie School

Brown University, and ) L. & ! ) Football,
Harvard Law School. Autoregressive Consl!ame% £ 2: Peddie School Autoregressive Ly Basketball,
Model Beam Search | & History Model Tennis,
. ' : : imming, ete.
Q3: \'Vhic'h were L : Answer
entertained in the first one ? Generated Identifiers
| o Generative Retrieval =~ ------------mmmmmmmoon [ oeeooeen Answer Generation --------

® Step 1: Document retrieval with a GR model

® Step 2: Answer generation with another autoregressive model

“Generative retrieval for conversational question answering”. Li et al. [2023b]
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Re3val [

® Step 1: Relevant titles generation

I what do the 3 dots mean in math (g) I m

([rerank document titles given a query and context: () |

using a GR model

Generated Page Titles (X)

3 ethrtis ntton 96lp. %Y ® Step 2: Retrieved titles reranking
T oiomaiini el = — Reranked Page Titles (2) .
o cateaus s E] | 1 hertor sign using a cross-encoder

e B S Santon
DPR Contexts (Y) — P— ;Zgz:::gpmm'm [ Ste 3 Conte t t N | f M I
 Threors sig n ol e p 3: xt retrieval for titles

2....therefore character in...
3.3 (three) is a number, ...
4....\"therefore\" sign was...
5. Dot (diacritic) When us...

using BM25

® Step 4: Answer generation using an
generative model

“Re3val: Reinforced and Reranked Generative Retrieval”’. Song et al. [2024]
52



Generative document retrieval and grounded answer generation rely on separate
retrieval and reader module, which may hinder simultaneous optimization
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UniGen [

Documents: .
Docid
space

Pirates of the Caribbean ... Captain
Jack Sparrow (Johnny Depp) ...

Input Output
space space i
Retrieval

Task D-Connector
Question: .
who plays captain jack sparrow  — Q-Connector UniGen
in pirates of the Caribbean? A
)A nswer:
TQask Johnny Depp Answer
space

e Joint learning for GR and QA

“UniGen: A Unified Generative Framework for Retrieval and Question Answering with Large Language Models”. Li et al. [2023a]
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UniGen [ ]: Architecture

Iterative Retrieval and QA
Enhancement Strategy

Top-k
Documents

® A shared encoder and two distinct
decoders for GR and QA

I
l Answer

k

i Decode i

; | Retrieval QA

; ; Decoder Decoder

i o’q i/

I .T_ v 2 Shared Encoder
(Docids)

D-Connector Q-Connector
1 T i-th
E (& 1w | rozian
offline T

w Question

“UniGen: A Unified Generative Framework for Retrieval and Question Answering with Large Language Models”. Li et al. [2023a]
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Relevant Document:

Pirates of the Caribbean: Dead Man's
Chest s a 2006 American fantasy
swashbuckler film, _the second
installment of the “"Pirates of the
Caribbean™ film series and the
sequel (2003). It was directed by
Gore Verbinski, written by Ted Elliott

0 acquire the compass of Captain
Jack Sparrow|(Johnny Depp)]in a bid
to find the Dead Man's.

“Traditional Docids
Haazas
:

Hardto
(Cumicen | Cermjonay
Query Input:

Who plays captain jack sparrow in
pirates of the Caribbean?

(G]

Summarize  the
key _information
of the following
passage in about
{m} words.

Write a context
to the following
question

about {n) words.

D-Connector (DocID):

film, directed by Gore Verbinski. Its
the second installment in the film
series and_features Captain Jack
Sparrow [(Johnny Depp)| and Will
Turner (Orlando Blom) on a quest
to find the Dead Man's Chest.

Easierto
UniGen | Learn jointly

Q-Connector:

iconic pirate character in the Pirates
of the Caribbean film series, is
portrayed by actor Johnny Depp.
Depp's portrayal of the eccentric and
witty pirate has become one of his
most famous roles.

® Use LLMs to generate a query context
and document summary, serving as
bridges between query inputs,
documents, and answer outputs

“UniGen: A Unified Generative Framework for Retrieval and Question Answering with Large Language Models”. Li et al. [2023a]
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UniGen [ ]: Performance

DocT5query ANCE UniGen DocT5query ANCE UniGen
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Sparse retrieval Dense retrieval Generative retrieval Sparse retrieval Dense retrieval Generative retrieval
MS MARCO Question Answering 100K NQ 100K

“UniGen: A Unified Generative Framework for Retrieval and Question Answering with Large Language Models”. Li et al. [2023a]
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CorpusLM |

P | frmrmim e . Greedy (i =i=. (imi=im cimi |
9 | D ID1-—> D Il)2|—> >
'_ Query ] CorpusLM: E ! ooct . _o_c _______ Lrank i -/
Question -deneration A Unified LM for All Tasks | ! Corresponding Answer > Lgon -, KnoWledge-Intensive/_,
| utilizing External Corpus | i ! Greed i Language Tasks I
Questi b ; > DocIDs > Refs > Answer > Lgg | ~ 77T
t | — Generative Retrieval: ; ;
Ak Ranking-oriented |
Pseudo Query tE b i ?}::':'alion DocID1 = DocID2 = «++ ===
Summary “) Q]B DocID1 - DocID2 > ==+ === L , T DocID P
---------------------- aux (7
DocID { RAG: Continuous Dc Summary > [_Jn:i .e?tf n:i zr:g _T afki 5
Lyl DocIDs-References-
DocID DocID1 = DocID2 = = =+ ===

® 3 unified language model that leverages external corpus to tackle various
knowledge-intensive tasks by integrating GR, closed-book generation, and RAG
through a unified greedy decoding process

“CorpusLM: Towards a Unified Language Model on Corpus for Knowledge-Intensive Tasks”. Li et al. [2024]
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Limitations in large-scale corpus

® Existing GR models only perform well on artificially-constructed and small-scale

collections
® Zeng et al. [2024a] and Zeng et al. [2024b] introduced RIPOR and PAG, designed
to improve the performance of GR models for MS MARCO dataset, with 8.8M

passages.

It is necessary to explore the capacity of GR models to larger corpus

“Scalable and Effective Generative Information Retrieval”. Zeng et al. [2024a] & Planning Ahead in Generative Retrieval: Guiding Autoregressive

Generation through Simultaneous Decoding Zeng et al. [2024b]
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Reuvisit: Challenges of training approaches

® How to memorize the whole corpus effectively and efficiently?
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Reuvisit: Challenges of training approaches

® How to memorize the whole corpus effectively and efficiently?
m Multi-granularity enhanced document content
m Pre-training
m Listwise optimization

® How to learn heterogeneous tasks well within a single model?
m Pseudo query enhanced input

® How to handle a dynamically evolving document collection?

m Low computational and memory costs
m Maintaining the retrieval ability

60
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